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Encoded Semantic Tree for Automatic User
Profiling Applied to Personalized Video
Summarization
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Abstract—We propose an innovative methodautomatic video
summary generationwith personal adaptations. The user inter-
ests are mined from their personal image collections. To raete
the semantic gap, we propose to extract visual representains
based on a novekemantic tree (SeTree). ASeTree is a hierarchy
that captures the conceptual relationshipsbetween the visual
scenes in a codebookThis idea builds upon the observation

that such semantic connections among the elements have been

overlooked in prior work. To construct the SeTree, we adopt
a normalized graph cut clustering algorithm by conjunctively
exploiting visual features, textual information and soci& user-
image connections. By using this technique, webtain 8.1% im-
provement of normalized Discounted Cumulative Gain (nDCG)
in personalized video segments ranking compared with exiistg
methods. Furthermore, to promote the interesting parts of a
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video, we extract a space-time saliency map and estimate theFig- 1: An example of adapting diverse tourism videos based

attractiveness of segments by kernel fitting and matching. A
linear function is utilized to combine the two factors, base
on which the playback rate of a video is adapted to generate
the summary. We play the less important segments in a fast-
forward mode to keep users updated with the context. Subjeote

on personal preferences.

be used as a first step for many downstream video content

experiments were conducted which showed that our proposed management tasks such as video search and delivery.

video summarization approach outperformed the state-oftie-art
techniques by 6.2%.

Index Terms—Video summarization, user profiling, semantic
modeling, visual attention.

I. INTRODUCTION

Traditionally, a video summarization is generated by ex-
tracting salient keyframes based on visual featurés [J], [4
Various aspects have been utilized including scenes [[%], [4
[6], motions [7], [8], and object-of-interest][9],_[1LO], 11 in
the saliency estimation and frame ranking. Howewathout
prior knowledge of user preferences, personalized adaptat
was never an option in the above approacfiesmprove the

With the rapid development of network techniques and mykerformance in user-centric applications, studies hawen be
timedia sharing platforms, posting and watching video#nen! performed on personalized video summarizatiwhich is
has become an important way foeopleto share interests andhighly challenging due to the difficulties encountered i (1
ideas with each other. However, due to the fast growing videger interest modeling and (2) content-based video segment

collections, it has becomnacreasingly challenginfpr users to
find the information they desire to view. Moreover, consiagr

ranking.Most of the current techniquesn user profilingin-
volve manual interaction§ [12], T13], which might be tires®

the limitation of the available network bandwidthl [1], it iSfor peop|e to manage. A user is usua”y required to input

important to adapt the content displayed to ugersbtain an

preferences by specifying keywords [14], selecting prefiér

improvedQuality of Experience (QOE) in video browsing. Inevents[[15], or categorizing personal photo libraries [J5]].

the past several years, extensive research has been ceddugbwever, the limited descriptiveness of pre-defined catego
in video summarization to generate a compact and informatishay hinder the understanding of a user’s intent.

version by extracting the essential information [Such a

It would be ideal if user preferences could be automatically

summarization scheme is a highly important module as it ¢3Ryected from certain kinds of personal data. One promising

*This work has been performed during a research internsti®&8x Center,
Fuji Xerox Co., Ltd., Japan.
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source of information is the personal photos available from
social sharing applications such as Flickr and Picasa. As
pointed out by Takeuchi and Sugimofo [16], personal photos
contain rich information about people’s tastes and lifiesty
For example, from the photo collections taken during triaxg!
it is easy to see the type of tourism that a person likes thé.mos
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Fig. 2: Video segment ranking in our proposed personalized suraatayn framework.
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However, tourism videos are usually lengthy by showing all
the attractive aspects of a country as illustrated in Fiffire Yii -»[Segmi“:;m]-»[ e ] [ semen
If a user shares a great number of images of museums an | |

churches, he or she is more likely to be a fan of cultural ,----‘- ------- L] ==

tourism. Therefore, video shots that introduce a country’s i [Spag;,;:;f;"a'][ Personalized

history, architecture, and religions should be ranked éigor NToooo it S
personal adaptatioriThe similarity between video segments L
and personal photos can be measured with dictionary-base 5) "[ e ]"[ Exvacion ] [ profing

feature extraction technigues such as soft assignmentjiB]
sparse codindg [19]. However, the existing approaches gnostl i — o V(oo ) 1 (e
adopt a codebook formed by a set of visual descriptors withou : [ Features ][ Information ][ Eh ] :"[ ——
considering any semantic relationships among the elements ’

which hinders the achievement of improved results. Compare Fig. 3: lllustration of the major components in this work.
with user specified preferences, one may argue that autmati

profiling might be less effective in describing the curreriént
of a user. Therefore, to avoid mistakenly skipping impdrta
parts, content-based adaptation is also necessary in o
to generate an informative overview that covers the maj
subjects in the original video.

ﬁhelf space-time saliency detectidd [9]. Note that we carry
an additional step which models the saliency map by a
ussian kernel to reduce noise. The output kernel can be

interpreted as the region-of-interest (ROI) of the inpainie.

Subsequentlywe favour situations where the ROI is close to

To fulfill the above criteria, we propose a video summdbhe frame center bpdoptingKullback-Leibler divergence as
rization framework that estimates the importance of a segméhe distance measure. Finallg, linear fusion is adoptetb
based on both the user profiles and the visual attention sco@enerate the final video summary by adjusting the playback
Figure[2 illustrates the video segment ranking module whi¢fte. Only the top ranked segments are selected and plaged in
is one of the core components highlighted in the flow chat@rmal playback speed to improve the QoE in video browsing.
as shown in Figur€]3. Different frortraditional approaches The contributions of this paper are summarized as follows:
where representative images are selected as queries, wad mode The introduction of a novel hierarchical dictionary named
user preferences through a compact representation eedract semantic tree to encode the conceptual relationships
with a semantic tree. A semantic tree is a hierarchical dictio- among thevisual scenes.
nary that encodethe semantic relationshipsmong thevisual ~ « An automatic content-based feature encoding approach
scenesj.e, the images in a branch should be instances of Wwith the semantic tree, which is shown to be more
the subconcepts of the root. To construct such a hierarchy, effective for personalized adaptation.

we measure the pair-wise similarity between imaggscon- o The design of a video summarization prototype by
junctively considering visual features, textual inforioatand conjunctively considering personal interests and visual
social user-image connectiotisat are available from social attention. Experiments show that our proposed method
sharing platforms such as FlickNext, a normalized graph outperforms the state-of-the-art techniques.

cut clusteringapproach is applied to generate the semantic The rest of this paper is organized as follows. We first report
tree, based on which both ugghiotosand video keyframes arethe important related work in Sectidnl Il. The construction
encoded for personalized saliency score estimatoreover, of the proposed semantic tree is introduced in Sedfidn I,
to measure the visual attention score of the conterd, followed by the feature encoding technique introduced in
compute the spatiotemporal saliency based on the off-tigectiof V. Next, we apply our user profiling approach to per-
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TABLE I: A comparison with the previous work.

Work virjc;eingﬁlqﬂgr?;astieon Wei et al. [12] Xu et al. [I5] Takeuchi and Our proposed
[, [20], 1] Sugimoto [16], [17] SeTree method
Content-based Adaptatiol v v
Personalized Adaptation v v v v
Semantic terms Pre-defined classeg Clusters derived from Feature encoding
User Preference - o . -
specified by a user| selected by a user| personal photo libraries| from personal images

sonalized video summarization and present the visualtaiten visual attention-based summarizatibnl[20],/[21]. Suchhrods
model in Sectiof V. The experimental results in Secfioh \dre designed without any prior knowledge of user prefer-
validate the effectiveness of our system. Sedfion VIl codes ences.Comparatively, personalized adaptation usually relies

and suggests future work. on classifiers trained for a list of pre-defined concepts,[15]
[31] or visual example-based similarity searchl[1[7]./[32B].
1. RELATED WORK Due to the unpredictable condition change in videos such as

Video summarization has been extensively studied in tfli!mination and viewpoint, one of the major issues in this
past several yearsOne of the core and problems is tfrea is to bridge the semantic gap betweenwiseal clues

determine the important parts of a vidéo [22].1[23}adi- and the semantic conceptdoreover, with the surge of user-

tional video summarization detects a set of salient keytfarslmcentriC applications, challenges have also been posedein th

based on thevisual clues[24], [[4] For example, Zhuangt Presentation of users intent by query.
al. proposed a clustering-based approach which summarized? Multimedia search and recommendation [34]] [35] [36],

a video by a collection of keyframes that were identified 4€Xtual clues and user behaviors have long been utlized

cluster centers'[3]. Nget al. proposed to abstract a videc@S supplementary information in addition to visual feagure
. discussed the challenges of the YouTube

by scene detection using normalized graph-cut algorithn [Qavidson et al. i
Guanet al. proposed a top-down approach that took botﬂdeo recommendation system. They constructed a graph of

the global and local perspectives into considerations wh¥|/€0S based on co-visitation activities. Subsequentigyt
selecting representative keyframs [6lther aspects such asP'0POSed to generate the recommendation list by expanding
title [25], motion [7], [€] and video categories [26] havesal from the watched, favored, and liked videos of a u$el [35].

been considered in the user attention model for importanlc'éJ et al. proposed to re-rank the video search results from a

ranking [27], [28].Seo and Milanfar presented a unified framegIObaI p(.ars.pective !36]' Multi-featulres incIuQing texiswal,
work to detect both static and space-time saliency in vid@é‘d audio information were used in the neighborhood score

sequences [L1AImeida et al. presented a summarization appropagatlon. However, different from video recommendatio

proach for online video applications and addressed thedsst{!€ ranking of video shots in a summarization system is kighl

in the compressed domain [29]. Some recent work focused gll\allenglng as in most cases only the raw video stre_am. can
egocentric videos [10]T30], and extracted important ofsje be used for analysisthe content-based video summarization

with which the camera wearer interactsowever, the above @PProaches are still struggling to achieve satisfactosylte.

work analysed the video content with little consideratidn o
user preferences. This greatly hinders the achievement of I1l. SEMANTIC TREE CONSTRUCTION
satisfactory results for practical use. We propose an unsupervised video summarization frame-
For personalized video summarization, Véeial. proposed work by predicting user preference based on personal image
to adapt the video content based on both the client-sidellections. Video shots showing conceptually similar teom
resource constraints and the keywords provided by userssasuld be given higher weights as the subjects are morey likel
preferences [14Xu et al. proposed a personalized video adapto arouse the user’s interest. To effectively rank videotsho
tation scheme by mining both cognitive content and affectiw.r.t personal images, we propose to extract features based on a
content. Their system gives high priority to the events arsgmantic tree which is a hierarchical dictionary that dbssr
affective level selected by a usér [15]. Takeuettal. proposed the semantic relationship among the visual scefesvious
to mine user preferences from personal photo librafies, [18plutions overlooked the conceptual connections among the
[17]. However, users are required to cluster photos intersgv elements in the dictionaryl [37],[ [32], which hinders the
major categories to represent their interests. Zhetra. pro- generation of more accurate representations for multimedi
posed to generate personalized sketch summarization ofsevelocuments.
from the interactively selected keyframesli[13]. As we cas se To construct such a hierarchy, we collect social images from
most of the personalized summarization techniques requitickr to deem as the leaf nodes in the tréde compute
human interactions to acquire the user preferences, whitle pairwise similarity of the leaves by exploiting the inafil
might be tiresome to some extent [12], [13gble shows relationships among them based on the visual features, the
a comparison of the related work. Generally speaking, vidéextual information and the social user-image connections
abstraction strategies can be roughly divided into contefithereafter,a normalized graph cut clustering algorithis
based and personalized adaptation scherRegular tech- applied to generate the semantic tree which will be used as
nigues belonging to the former include scene clustefihgid] the dictionary for visual feature encoding.
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A. Pairwise Image Smilarity Measure By normalizing 7; by its Manhattan norm, the textual

. . . o T7. .
1) MVisual Smilarity: The visual similarity between imagesfeature of imagd; is represented a8; = MZ:0 Finally, the

is estimated based on the Euclidean distance between tﬁ%ﬁtual similarity between imagef and/; is computed by
visual descriptorsgg., HOG, GIST, and SIFT)To preserve TS(I;,I;) = T,MTT (5)
the semantic meanings, here we adopt the ObjectBank rep- ' !

resentation[[38]. It is a high-level visual representatthat whereM is a similarity matrix. The element in theth row
describes an image as a scale-invariant response map @fnd thej-th column of M, denoted bym;;, is the similarity
large number of pre-trained generic object detectors. score between tags and¢; computed with Eq]2.

Let I; denote an image andl; be its visual descriptoiThe 3) Social Graph: Different from the visual and textual
visual similarity between images; and I; is subsequently similarity where the scores are directly computed between
computed with a Gaussian function as individual imageswe analyse the user behaviours on social

sharing platforms from a global perspective. The basic idea
is that if peoplewho like image/; also like imagel; but
@) dislike imagely, the distance betweel andI; is likely to be

] ) ) smaller than the distance betwekrand/. The photos shared
whereo is a smoothing factor. Such content-based image ang&; one user might be diverse, but the implicit connections

ysis has its own limitations such as the well-known semantéqnong images can be derived from multiple user behaviors.
gap. Therefore, it might not be sufficient to utilize only theg-,, analysis, we build a user-image gra@h= {V, £}, which
visual features in the similarity measure. In the followings ,ndirected bipartiteThe vertices), are users and images.
sections, we will introduce how to exploit the textual angqt 117 denote the weights assigned to the edges in gfaph
social connections between images to tune the visual SPaCReaq on user behaviours. Formally; = 1 if one vertex of
defined by the dictionary. _ _ edgee;; is a user node and the other is an image node that
2) Textual Semantics: Nowadays, social sharing platformsyas heen favored by this user on the social sharing platforms
allow users to add tags to photos for document search agighi,,,; = 0 otherwise. To capture the global structure of the
management/\Ve take advantage of this and compute the Sgraph, we compute the relatedness for every pair of images
mantic similarity between images by analysing the asse«tiatthrough the Random Walk and Restart (RWR) algorithm [42].

tags based on the WordNet [39]. We filter the raw tags by siarting from a vertexi, RWR computes the relevance
removing the ones that do not exist in the WordNet, ang.yres of the nodes iif wir.t. vertexi as defined by

compute the semantic similarity of the remaining tagth an B
information-based approach. The key idea is to measure the 7 =cWr; 4+ (1 —c)é; (6)
amount of information two tags share. According to Linl[40],

the similarity betweerwo tagst; andt; is estimated as where 7 is the vector of relevance scores.c [0,1] is the
restart probability}y is the normalized weighted matnixith

_ 2IC(lso(ts, t5)) 5 reference toW, and ¢; is the starting vector with the-

T IC(ty) +IC(t)) @ th element set to 1 and O fahe others The steady-state

) ] probabilitiesr; can be solved by iteratively applying Eg. 6

wherelso(t;, t;) is the lowest super-ordinate ad’(t) de- ynjl convergence. Thereafter, the relevance scores ketwe

note the information content of tag Subsequently, Zhogt  eyery pair of images can be obtained by starting from differe

al. modeled the information content of a tag based on 'ﬁ%age vertices.

hyponyms and deptt [39] as Let SS(I;,1;) be the social relevanceetween images;

~ log(hypo(t) + 1)) ra-# ( log(deep(t)) ) - and; computed by RWRThe similarity between the visual
scenes in the dictionary is defined as a linear combination

of the scores calculated based on the above three key clues,

which is

X = Xj|%)

o2

VS(I“IJ) = exp (

Szm(tz, tj)

1C(t) =k (1

log(nOdenlar) log(deepwuzr)

where functionshypo(t) and deep(t) return the number of
hyponyms and the depth of tagrespectivelynode,,., and
deepmax are constant values set to the maximum numbegim([iJj) =aVS(I;, ;) + BTS(I;, I;) +~vSS(I;, ;) (7)
of concepts in the taxonomy and the maximal depth of the - o _
taxonomy, respectivelyk is a balancing factor that controlswherea, 3 and~ are positive weighting factors, subject to
the weights of the two aspects. In the experiments, we used- 8+ = 1.
the Semantic Measures Librafy [41] which is an open source
Java implementation of semantic measfires - B. Hierarchical Clustering

LetT = {t1,to, ..., t,,} denote the tag set after filterimgth

WordNet.We describe the tags associated with imdgby a As aforementioned, the_pgrpose is t_o construct_ a hierarchy
vectorT; = [ti, th, ...t ] where that can be used as the dictionary for improved visual featur

encoding.lt is expected to be more descriptive as it addi-
tionally captures the relationships among the visual ssene
To build such a dictionary, we hierarchically cluster teaf
nodesbased on the pairwise similarities computeith Eq.[7.
Lhitp://www.semantic-measures-library.org/sml/ This process is controlled by the following two parameters:

i
l; =

(4)

1 if I; is annotated by;
0 else
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(1) the height of the tree, denoted B¥, and (2) the number SO 01070608 _

of branches that each node has, defined3by 5 \“}.an°1")}\§>|

Specifically speaking, we first cluster thige leaf nodes of \w“'f;m

imagesinto B groups. Next, we recursively carry out the same \“‘“:'Q,@.a 06,02,02,01

process and cluster the images in each grouphhsaibgroups. [ ¢ — \“*‘Z\'@§>' ® m) oo

By doing this, the semantic treg created from root to leaves : : nmem\":;p,“.»“\ Featre 010

until the maximum height{ is reached. : ! \w“‘”ﬂ\ e oo
Compared with the vocabulary tree proposed by Nister and \&w‘”\ ()

Stewenius [[37], our model differs in several aspects. First >~ \\\ o o

the vocabulary tree is designed for quantizing image local Images to encode Semantic Tree

descriptors where the visual feature is the only availabgg. 4:|llustration of feature encoding using the semantic tree.

clue for clustering. Comparatively, our model targets the

hierarchical dictionary construction of visual scenes tdaary

semantic information [32]Additional data sourcesf textual image.J.

and social cues can also be analysed for hierarchical ciugte 1 if 7€ k-NN of J
By utilizing such supplementary information in addition to Lpei, (1) = { | 9
the visual features, the nodes in the same branch of the tree 0 else

are more likely to be semantically consistent with each othe After soft assignment on the leaf nodes, we propagate the
Recall thatthe social relevance scores are computed fromsaores to the internal nodes level by level. The score of an
global graph without generating feature vectors for imagesternal nodes”, is defined to be the sum of the scores of its
Therefore, we adopt the normalized graph cut algorithm [48hild nodes.To aggregate the features of all personal images
instead of k-means clustering as the latter is no longeri-apph set.J, we apply the average pooling strategy where only
cable in our caseMoreover, our model adopts an alternativéhe mean of the scores associated with each node is kept.
feature encoding technique. The details will be discussed This process is illustrated in Figuré As can be seerin this
the next section. example we encode set of four imagebased on the semantic
tree. After individually extracting the features for evenput
image by soft assignment, each node is associated with four
IV. FEATURE ENCODING scores correspondingly. The next step is to apply a feature
- o pooling strategy to generate a compact representationl&®op
Letl={l1I,..,I,} denote theset of Flickr images for ,,,jiny strategies include average pooling and max pooling
dlct|onary_ constructionand J = {J;, Jy, ..., Jm}_de_n_ote the We adopt the former because personal photo collections are
personal images of a usen (> m). We first individually usually quite diverse where individual images should not be
encode the personal images and then pool the scores at e@ﬁlﬂhasized too much. The average pooling scheme generates

po?]e to obtafm the final representatylcl)n. AS thhe CO;'”Q PECESsingle feature vector for a set of images while being able to
Is the same for every imagé;, we will omit the subscript I aintain the feature descriptiveness at the same time.

circumstances of no ambiguity. . ~ To further improve the system effectiveness, we additignal
To utilize the semantic tree for feature encoding, we firglyry out a weighting process after tfeature aggregatioms
generate sparse code on the leaf noffdizkr images)and g ggested by Nister and Stewenius [37], we assign weights

then propagate the scores through the internal nodes ugto ) each of the nodes in the tree as given below,

root. Formally, we usewode! to represent the-th node with N

a height ofh, h € {0,1,..., H}, as the height of a node is wh = In —- (20)
the number of edges on the longest downward path between N;

that node and a leafThe coding process is carried out asvhere h denotes the height of the nodéy is the total
follows. First, for every image/ € .J, we represent it by its number of images in the training dataset, aN¢ is the
visually similar neighbouramong the leaf nodeset D(.J,I;) number of images that are the descendantafe!. In ]f]V,
be the Euclidean distance betweémagesJ and I; in the is an entropy weighting that promotes the nodes containing
visual feature space. The scores we assign to the leaf nodescriptive visual scenes. As the nodes at higher levels are

with reference to/ are calculatedas, usually associated with large¥, In ]fzv, also decreases the
weights assigned to the nodes close to the root. It is also
s0 = n]l"e“(ji)'K"(D(J’ 1) (8) possible to block the higher levels in the tree by setting

' ijl Lyeiy (1) - Ko (D(J, 1)) their weights to zero as the nodes close to the leaves are
. _ generally more representative in the feature encodirigslly,
where K, (z) = —7—exp(—355) is a Gaussian kernel andwe update the node scores by multiplying the weights, that is

2mo
1,.:,(I) is an indicator function that selects the k-nearest ol gh (11)
neighbours of imagée in the leaf node images as shown in P

Eq.[9 In the experiments, we find that the feature encodingsThe final representation is generated by concatenating the
become less effective wheh > 200. Therefore, we set scores of leaf and internal nodes on each level into a vector,
k = 100 and select the top 100-nearest neighbours for evempich is X577 = [29, 29, ..., 20, ..., 2=t o8- B
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Similarly, the feature of a video segment can be extracted2) Spatiotemporal Saliency: In recent years, extensive stud-
by carrying out the same process on the set of video frameéss have been carried out in the field of visual attention
F ={F\,F,,...,F,}, belonging to it. modeling for images and video$][9].[11]. By fusing the

spatial and temporal attention values, a static video suynma
is usually generated by extracting a set of visually salient

V. VIDEO SUMMARIZATION keyframes from the vided [20]. To follow the path of the
Previously we have introduced the construction of thgisting attention-basedchemes we generate the saliency

) . I . map for each frame by utilizing the off-the-shelf spaceetim
semantic tree and its utilization for feature encoding.eHee ; . . L

. . . _ _saliency detection approachl [9]. As illustrated in Figlte 5
apply the semantic tree to a personalized video summarrzath?e first picture is an input video frame. Figufe 5 (b) shows

system.We extract frames from a video at a sample rateﬁt]1 estimated saliency mab of the inout frame by emplovin
two per second for feature encoding and shot detection. & ) y map P y empioying
the space-time local steering kernels. Instead of obtgithie

frames are then clustered into groups and the shot bousdagﬁention score of a framby directly agareqating the pixel-
are determined whenever two consecutive frames have been Y y aggregating P

clustered into different group$ [44Next, we estimate the wise sal|enC|es_ from the map/e apply an additional step by
. . . fitting the data into a Gaussian kernel to reduce the noise (se
importance of each segment based on which a dynamic vi

0
summary is generated to improve the QOE in video browsing.

igure[® (c)).

A. Video Segment Ranking

A high-quality video summary is expected to satisfy a user’s . .

needs by personalized adaptation. Compared with preetitain

classifiers, unsupervised methods reduce the manual £ffort (a) Video frame
but have one drawback of being comparatively less accurate. ) ) )
Therefore, we would also like to maintain the informativene Fig- 5: lllustrations of our proposed attention-basedispe-

of the summary in order to make sure that no important paRgral visual saliency modeling.

will be missed by users. To fulfill the above criteria, we rank ) )

video segments by linearly combining a personalized safien The attention score of a frame is formulated based on two

score PS with a spatiotemporal saliency scores, formally factors. The firsF factor is the Weighted sum of the sal_iency
given as map. Letsmap(i,j) denotethe saliency value of the pixel

located at positior(i, j) before kernel fitting.The Gaussian
kernel estimated based on the saliency map, denote@,by
describes the distribution of the salient pixels in a frame.
Thereafter, the sum of the saliency map weighted by kernel
Q@ is computed as

(b) Saliency map  (c) Kernel fitting

where) is a balancing factor. The subscripnhdicates that the
scores areomputed with reference titne i-th segment in the
input video. Next we introduce the technical detaitout how
to calculatethe personalized and the spatiotemporal saliency Sum(smap, Q) = Z Q(i,7) - smap(i, j) (14)
scores, respectively. ij

1) Personalized Saliency: The personalized saliency score The second factor is based on the observation that people
is estimated by comparing each video segment with thend to focus on the center of an image. lRt= N (1, %)
user profile. As introduced in Sectiof ]IV, the featurgenote the normal distribution located at the center of an
of a set of images (or frames) encoded with a s@mage. We favour the saliency distributiofsthat are close

mantic tree can be represented as a vecf®f;’" = to the ideal distribution” by computing the Kullback-Leibler

(29,29, .., 20, .o~ a7 2", where H is the divergence (KLD), which is defined to be the integral

height of the tree,B is the number of branches that each s

node has, and is the total number of leaf nodes in the tree. Dkr (P Q)= / In (M) p (u)du (15)
Let X2 bethe feature of the personal images of a user 0 q(u)

and X777 be the feature of thei-th video segment. The wherep (u) andq (u) arethe densities of the distribution
personalized saliency score for tih segment, denoted asand Q. In our implementationwe utilized a Matlab toolbox

PS;, is formulated as for Kernel Density EstimatiorKDEA for Gaussian kernel
or or estimation and KLD calculation.
pg —1_ L I S S 2 (13)  Subsequently, the attention score of a frafis formulated
2 0 IXPT XS by Eq.[T6. S o
o um smapf, f
We normalize the feature vectors with-norm and convert AS(F) = (16)

. WO Dgr (P Qr)
the distance measure to the cosine similarity between thﬁ - .
; ; ; where smap; and @y indicate the saliency map and the
two feature vectors with E.13. In the experiments, diffitre ) . i
o Gaussian kernel associated with fraifie
normalization schemes have been evaluatedandorm has
been shown to obtain better results than fhenorm. 2http://www.ics.uci.edu/ ihler/code/kde.html
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Let F; represent the frames of theth video segment, the TABLE II: The average nDCG comparison based on different

attention-based spatiotemporal saliency score for tijmeset, Clues and their fusion.
denoted byAS;, is computed by averaging the frames iq Method [| Random | Visual | Textual | Social | Fusion |

contains [ nDCG || 0412 | 0525 | 0459 | 0504 | 0547 |
ASi = —— 3 As(F) (17)
Il FEF; A. Parameter tuning
As aforementionedwe examined the three key clues for
B. Dynamic Summary Generation image similarity estimation. The parameters 8 and v in

Eq.[Z should be set according to the quality of their corre-

To improve the qua}lltyjof-expenence for video brow3|r_19$ onding data sources. To measure the reliability of theethr
we generate a dynamic video summary based on the salien

estimation introduced in the previous sectiofke top ranked ihfbrmation sources in our training set, we randomly sadiple

video segments are selected and displayed to users at ]th images from the training dataset. Each of them was used

normal playback ratelo keepusersupdated with the context asa query_to rank the _rest of the images basethesimilarity
. scores derived from different cluehe measure we used for
between the selecteshots we play the rest of the video

in a fast-forward mode instead of completely cutting off thgomparison is the normalized Discounted Cumulative Gain

less interestingparts The length of the final summary can be?nDCG)' It is designed for evaluating ranking quality. For a

controlled by a parametetatio € (0,1). The length of the query g, let Te.li denote. the relevance score of thm tem .
selected salient video segments should not exeeti times in the result list, the Discounted Cumulative Gain (DCG) is
. . calculated as

the total length of the input video.

Traditional video summarization methods can be divided greli _q
into two categoriesnamely the static keyframe abstraction bet = Z m
and the dynamic video skimmin@ur strategy belongs to the i °
latter. It has the advantage of presenting the users an-infor To normalize over queries, we compute the Ideal Discounted
mative video summary. Due to the limitations of the contenEumulative Gain (IDCG) which equals to the maximum pos-
based video analysis, people might be afraid of missing agiple DCG produced by the ideal ranking list. Subsequently,
of the interesting scenes or events captured in the vidéd)CG is computed as
Therefore,a better strategy is to enable rapid skimming at DCG
a fast playback speed in order to ensure that no important nDCG = TDCC

segments are mistakenly s.kip.p@[AS] o ] _The ground-truth relevance scores between imagese
Please note that the major issue we studied in this papeyiined by four levels: 0.9, 0.6, 0.3, and 0.1 (0.9-most, 0.1-

how to effectively estimate the importance of each segme[gast) based on the relevance raektimatedby humans.

In practice, people may have different_ preferences on hqw]e image similarity of each pair was judged by a total of
to present the summary to users. This part can be easly negple and the average score over all the subjects was

customized by letting users to choose the way they prefgfonted as the ground-truth annotatiorelevant images were
It could be simply presenting the keyframes of 'mporta%signed a score of zero.

segments, skipping the less interesting parts or disfayi®  \we carried out 100 queriewith similarity measures as

video at a customized fast playback speed as what we dididoquced in Sectioi TIEA based on visual, textual, and

the experiments. social features, respectively. The comparison of the aeera
nDCG over the queries is reported in Tallé Il. To show the
statistics of the dataset, we also report the result actiibye
random permutations in the first columAs can be seen,
To evaluate the effectiveness of our proposed approathe visual clueswere more reliable than the othems the
we collected 41,212 images of 100 users from Flickr as ti@bjectBank representation carried semanticstied image
experimental dataset. After manually filtering out valgsle contentto some extent. The tags of Flickr images were
images €.g., screenshots), we randomly selected 20 users aadded by their uploaders and therefore migbktinaccurate
used theirimage collections as test queries for personalizeshd incompleteAfter filtering using the WordNet, a number
video segment rankinip Sectio VI-B. The rest of the Flickr of images were associated with little textual information,
images were used as the training samfitiegshe semantic tree resulting a less effective approach in the similarity raugki
construction and the parameter tuningfe utilized a public One way to overcome this problem is to use images with
video dataset SumMe [21] to tethie proposed attention-basedyround-truth labelsgg., the ImageNet[46]), but such datasets
ranking model Additionally, we prepared a new YouTubelack the social clues. The exploration of other image sairce
dataset due to the lack of public videos for personalizel-rarfor the semantic tree constructiavill be considered as part
ing evaluation.To keep the dataset diverse and manageab&,our future work.
we collected 25 videos of five categories including animal, Considering the three features were extracted from diftere
natural scene, cityscape, food, and landmark, the size imhwhclues, better results can bbtainedoy fusing such information
is similar to other summarization papers][20],1[21]. with low correlationsRecall thata + 5 + v = 1, we linearly

VI. EVALUATION
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TABLE Ill: Average nDCG comparison with semantic trees
in different shapes. Level: number of levels or tree height (
Branch: number of branches (B), Norm: the normalization
method used in EJ._13, Scoring: number of levels (starting
from the leaf nodes) used for scoring.

[ Run ] Level [ Branch | Norm [ Scoring [ nDCG |
1 2 100 L1 2 0.621
2 2 100 L2 2 0.660
3 2 500 L2 2 0.667
4 2 1000 L1 1 0.622
5 2 1000 L2 1 0.664
06 6 2 1000 L2 2 0.677
04 7 3 10 L1 2 0.615
beta 00 pna 8 3 10 2 2 0.622
9 3 50 L2 2 0.658
10 3 50 L2 3 0.633

Fig. 6: nDCG plot based on variations of parameteand .

TABLE IV: nDCG comparison of the methods on ranking

. o video segments.
combined the three features and plotted nDCG in Fiduire 6

by changing the values of parametersand 3 in Eq.[J. [ Methods|| Pairwise | BoSa [ BoSc [ SeTree |

The highest score of 0.547 was obtainatien « = 0.6 U1 0.626 0.607 0.569 0.669
q his | . ith th liabil U2 0.607 0.595 0.657 0.691
S =0.1andy = 0.3. This is c_onS|st_ent Wlt t e relia ||ty U3 0575 0544 0.634 0491
of the features, and we kept this setting fixed in the follayin U4 0.726 0.828 0.840 0.796
experiments. Us 0.508 0.565 0.527 0.742
U6 0.691 0.643 0.647 0.576
U7 0.395 0.436 0.554 0.738
i ; Us 0.713 0.704 0.710 0.717
B. Personalized ranking U9 0.710 0.687 0.686 0.662
We evaluated the effectiveness of our proposed semantjc U10 0.646 0.534 0.569 0.468
tree in personalized video segment ranking. The 25 videas Y11 0.786 0.768 0.828 0.753
llected from YouTube were further segmented into 75+ = 0.759 .80 0.861 0.771
we co 9 _ + U3 0.196 0.726 0.658 0.833
shots [44]. For each of the 20 users, we ranked the video seg- U124 0589 0591 0595 0724
mentswith reference to their personal photo collectioiibe ui1s 0.215 0.225 0.421 0.549
ground-truth relevance scores were generated the same way Y16 0.721 0.733 0.634 0.812
described in the previous section by manual annotations-— = 0.681 0.561 0.610 0.564
as P yn ann S—U18 0.815 0.851 0.846 0.837
Table[IIl reports the average nDCG obtained with differenf—U1g 0.690 0579 0.491 0.631
SeTree settings. As the nodes close to the leaves are dgneral U20 0.570 0.486 0.355 0.520
more powerful for feature encoding, improved results have Avg. | 0611 [ 0626 | 0635 | 0.677 |

been reported by scoring with only the last two levels of the
nodes. MoreoverLo-norm gives better personalized ranking
than L;-norm as the distance measure in Egl 13. As can b®CG of a random permutation of the segments. It is provided
seen, the best ranking result has been reported Wwhen 2 as baseline that shows the characteristics of experimeatal
and B = 1000, with nDCG equal to 0.677. As can be seen from the detailed results on each of the
Next, we compared our approach with the following threesers,our proposed approach outperformed the other methods
methods: (1) random, (2) pairwise distance, and (3) Bag-aft most of the cases. Th@airwise method worked well
Scene (BoS) sighature [32pairwise computes the Euclideanwhen users’ personal images captumhsistent content on
distance between every pair of images and uses the average topic However, this method is time-consuming as it
value for ranking BoS generates a dictionary of scenes, eaatomputes the pairwise distance between the high-dimealsion
of which represents a specific semantic concept. Next, visual features of frames. This drawback hinders its wtiien
assigns frames to one or more visual scenes, followed bynarealtime video summarizations. ComparativeBgS and
pooling step to generate the final representation. HowevEBgTree overcome thigssueby generating high-level semantic
one limitation is that it assumes the basis vectors in tlvideo representation80oS;; utilizes the sparse coding tech-
codebook to be independent without modeling the semantijue [19], which improves the soft-assignment coding i8]
relationship among the scenes. We evaluated two advaneggroximating a feature as a linear sum of a sparse set of the
coding techniques, namely the soft assignmBpnt() and the basis vectors in the dictionary. As bdBoS; andBoS;. use a
sparse coding [19]R0Ss) with the Bag-of-Scene signature. Acodebook of single-level structuri, neglects the conceptual
dictionary size of 1000 was adopted as a larger codebook dalationshipamongthe visual scenes. Our propos&dlree
not impact the results much. The average nDCG comparisoradresses this issue by using a tree structure, and has been
reported in TabléTV and thbestand the second bestsults verified to be effective as it outperform@&bS;, andBoSs. by
are highlighted.The result ofRandom was computed as the8.1% and 6.6%, respectively
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TABLE V: F-measure comparison at 15% summary length.

| | Video Name [ Random [ Attention [20] [ Superframe[21] ST [9] | STKernel |
S Base jumping 0.144 0.194 0.121 0.119 0.171
2 | Scuba 0.138 0.200 0.184 0.120 0.180
Valparaiso Downhill 0.142 0.231 0.242 0.275 0.277
Bearpark climbing 0.147 0.227 0.118 0.194 0.234
Bus in Rock Tunnel 0.135 0.112 0.135 0.147 0.145
Cockpit Landing 0.136 0.116 0.172 0.225 0.182
Excavators river crossing 0.144 0.041 0.189 0.117 0.139
> Kids playing in leaves 0.139 0.084 0.089 0.073 0.225
£ | Notre Dame 0.137 0.138 0.235 0.054 0.135
3 | Playing on water slide 0.134 0.124 0.200 0.038 0.063
€ | saving dolphins 0.144 0.154 0.145 0.121 0.113
St Maarten Landing 0.143 0.419 0.313 0.319 0.396
Statue of Liberty 0.122 0.083 0.192 0.141 0.217
Uncut Evening Flight 0.131 0.299 0.271 0.308 0.246
paluma jump 0.139 0.028 0.181 0.114 0.115
playing ball 0.145 0.140 0.174 0.155 0.134
o | Air Force One 0.144 0.215 0.318 0.389 0.328
% | Fire Domino 0.145 0.252 0.130 0.220 0.249
®» | Paintball 0.127 0.281 0.320 0.353 0.340
car over camera 0.134 0.201 0.372 0.356 0.427
| | mean [ 0.139 | 0.177 | 0.205 | 0.192 | 0.216 |
C. Attention-based ranking region-of-interestfrom each frame. The saliency map was

We verified our spatiotemporal saliency estimation apmaneXF c.haractenzed by a Gag_ssmn ke_r el create summary
see Sectioi V-ARby comparing it with three state-of-the-Statistics that are less sensitive ttee high-frequency noise.
art methodsST denotesthe off-the-shelf technique of space-ln addition to the weighted average of pixel saliency values

time saliency detectiorl [9]. The importance of a frame we also promote frames where the spatiotemporal region-of-

estimated by averaging thealiency scores of all pixeldie interest is clqse to the image centre. As indicated by Table V
refer to our approach aSTKernel to emphasize the kernel®Y' method improved the f-measure by 22.0% and 12.5%,

density estimation andhe KLD distance calculation. The respectively, compared with the attention-based apprpewh

other two competitors are based on visual attention [20] a 8sed_by Ejazt aI._[20] apd the original space—time Sa"‘?”cy
etection method [9]Gygli et al. [21] segmented videos into

superframe [[21], respectively. We carried out experimen _ . . .
P [21] b 4 y perframes and predicted the interestingness by fusorgsc

on 20 videos from the public dataset SumMe introduc . . .
by Gygli et al. [21]. Based on camera characteristics, th human attention, video quallty, presence of landmarks,
videos were divided into three categories: static, moving a a<|:_es and OgjelCtSH To combine ths above features, theg gsed
egocentricA group of study subjects were asked to produc% |bnear _mod eCw era gre?t num erhot()jarall”ne_tersdnee €
video summaries that contain most of the important contem, e trained. Comparatively, our method only introduces tw

and each video in the dataset was summarized by 15 Rarameters (the center region of a image characterized by a
gaussian distributio® = A (p, 2)) that can be heuristically

18 different peopleWe selected segments around the to ided. W | : Id .
ranked frames and generated summary with length set peided. We specu atéuperframe would require a compar-

15% of the input video. Additionally, we report the result?t!\{ely. larger processing time than our approagh du<_e to the
of assigning random scores to characterize the datases. %trlllzatmn of complex features for V|deo_anaIyS|s, whilaro
we followed Gygliet al. [21] and adopted the pairwise f_method, however, may have a trade-off in accuracy for some

measure as the measurement. For each ground-truth gehergl{éhe cases as shown in Talle V.

by human, we computed precision and recall on a per-framelnth's experiment, we resized the input frameg4o 64 for

basis. Subsequently, the f-measure was computed as, space-time saliency map extraction. Subsequently, paeame
w was set to(32, 32), and the center region was defined as a

g precision - recall circle with standard deviation set to 5.
precision + recall

=

Finally, we averaged the f-measures over the ground-trifth User study
selected by different people as the final measure for evaluat We have evaluated the effectiveness of our proposed per-
The comparison of the f-measures at 15% summary lengthssnalized and spatiotemporal scoring in the previoussesti
reported in Tablé-Vwhere thebest and second besesults respectively. Here we generated ten video summaries for ten
are highlighted. users with different interests by combining the above two

Ejazet al. [20] obtained the static attenti@toreof a frame scores and performed a user study. The duration of the videos
by averaging the non-zero values in the saliency map. Cowaries from 2 minutes and 2 seconds to 27 minutes and 29
paratively, our metho&TKernel extracted the spatiotemporalseconds. To illustrate, Figuld 7 shows an example of the
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Fig. 7: lllustrations of the frame samples selected by ogomthm SeTree+STKernel.

SC ‘ SC
BoS ——= BoS ——=
9 r STKernel =xxxx1 9 STKernel =xxxx1
SeTree+STKernel EzzEa SeTree+STKernel EzzEa
° 8 r 8 r
é N %
3 T i i g 77
& N | &
6l | i 6l
N I
RN
5t N | 5t
Gl
LRE[LRE LT Lo [T (DR (TR | 2 BLLLREL [LRE (LR (IS
V4 V5 V6 V7 V8 V9 V10 Avg. V1 V5 V6 V7 V8 V9 VIO Avg.
Video No. Video No.
(a) Relevance (b) Diversity

Fig. 8: Subjective evaluation on the performances of summarizaahemes.

summary generated by our approatihthis case, the user's Method STKernel calculated the importance of video seg-
interest is the Golden Gate Bridge in California. The par@me ments based on the space-time saliency map estimation as
A in Eq.[12 was set to 0.3. Subjective tests were conductiedroduced in Sectiof V-A2. This methadg capable of ex-
with users to compare the effectiveness of our scheme withctingthe interesting parts of a video. However, the generated
the following three approaches. summary is not adapted the user preferenceSuch strategy
) . L is_suitable for the SumMe dataset where the test videos are
o SC: A video summarization scheme based on the scenge . ; .
. . . strongly concentrated on specific topics (object or event).
clustering algorithm. The video segments around tq{e . . :
K . might not be equally effective for more complex videos
eyframes of the top salient scenes are selected [4]. . . . .
which are formed by multiple shots with longer duration.

o BoS. An example-based video summarization scheme. . ) . .
L . omparatively, metho&C is designed to automatically deter-
The similarity between video segments and query exam- . . )
; : mine the representative scenes of a video by clustering. The
ples is computed based on a compact video representation
. . . importance of a scene was measured by the number of frames
called Bag-of-Scené [33}ith soft-assignment coding . . .
i . . . guantized to it. Subsequently, we chose the frame with the
o STKernel: The importance of a video segment is deter?

mined by the visual attention score estimated based gipximum membership grade for each cluster as the keyframe,

L . . L and selected the segments around the keyframes of the top
the space-time saliency maj [9] with kernel fitting. salient scenes to play at the normal speed. Theretazan be

For each of the above methods, we selected the top rankeeén from Figur&l8(b) th&8C works generally well in terms
segments, the total length of which was set to no longer thefi maintaining the diversity of the video summaries, but it
15% of the input videoA group of 21 subjects (different from sometimes may include lengthy but less important scends suc
the eight users in the test set) participated in this usetystuas a person talking in front of the camekéethodBoS applied
They were requested to watch the summaries very carefutlye high-level Bag-of-Scene representation to persosdliz
and rank the results on a scale of 1-10 (1-the worst and 10-theeo summarization. It selected the segments that are tisé m
best) based on the following two aspedts) therelevance of visually similar to the user’'s personal images as the salien
the summary to the user’s personal image collectidres, ( parts. Thereby, it obtained relatively high scores in teohs
user interest), and (2) theiversity of the summary with relevance in the user study.
reference to the video content. To reduce the carryovecteffe
we randomized the orders of the summaries generated bylo select themportant shotswith personal adaptation, we
different methods before presenting them to the partidgpanfused STKernel with our proposedeTree. It extracted the vi-
The results are illustrated in Figurk 8(a) amd 8(b), respelgt  sual features with a hierarchical dictionary which encégiss
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TABLE VI: Effectiveness comparison based on the averaggoisugu Kashimura and the entire Incubation Center of Fuj

satisfaction scores evaluated by users. Xerox Co., Ltd., for continuous support and encouragement.
SeTree+
Method SC BoS STKernel STKernel IX. TRADEMARKS
Mean 6.45 6.62 6.25 7.03 All brand names and product names are trademarks or
Standard Dev. +0.51 +0.58 +0.50 + 0.52

registered trademarks of their respective companies.
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