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ABSTRACT

Multi-label audio tagging is the task of predicting the types

of sounds occurring in an audio clip. Recently, large-scale

audio datasets such as Google’s AudioSet, have allowed re-

searchers to use deep learning techniques for this task but this

comes at the cost of label noise in the datasets. Audio datasets

such as the AudioSet are usually built following a hierarchi-

cal structure known as ontology which captures the relation-

ships between different sound events with domain knowledge.

However, existing methods for audio tagging failed to uti-

lize this domain knowledge about label relationships in their

models, resulting in models being sensitive to label noise.

We therefore present MT-GCN, a Multi-task Learning based

Graph Convolutional Network that learns domain knowledge

from ontology. The relationships between sound events in

our proposed method are described by a graph. We propose

two ontology-based graph construction methods, and conduct

extensive experiments on the FSDKaggle2019 dataset. The

experimental results show that our approach outperforms the

baseline methods by a significant margin.

Index Terms— Audio Tagging, Graph Convolutional

Networks, Multi-task Learning

1. INTRODUCTION

Multi-label audio tagging is the task of labelling the sound

recordings with the types of sounds present in them [1]. It

can be applied to many tasks such as music tagging [2], infor-

mation retrieval [3] and acoustic monitoring [4]. Due to the

release of large-scale audio datasets, research in this area has

gained momentum because it allowed researchers to use com-

plex deep neural networks [5]. Since it is difficult to manually

label these large-scale datasets, the creators mostly use some

heuristics on associated meta-data to infer the labels, which

inevitably results in label noise.

Label noise harms the performance of deep neural net-

works for audio tagging as they tend to overfit to it. Cop-

ing with label-noise has been attempted quite extensively and
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intensively in computer vision [6, 7] but in audio recogni-

tion, it has not been paid as much of the attention. To fos-

ter research in this direction, Fonseca et al. [8] proposed a

dataset called FSDKaggle2019 which has been featured in

Detection and Classification of Acoustic Scenes and Events

2019 (DCASE 2019) Challenge. They proposed to investigate

the scenario where a very small manually-labelled dataset is

available, along with a large noisy-labelled dataset in multi-

label audio tagging setting based on a vocabulary of 80 labels.

These 80 labels are chosen from the Google’s AudioSet ontol-

ogy [9]. An ontology is a hierarchical structure representing

the relationships among the categories of sounds. Despite be-

ing a rich source of domain knowledge, existing audio tagging

systems failed to make use of it. Almost all of the submissions

to the DCASE 2019 Task 2 were some kind of formulation of

deep neural networks and all of them could not utilize this in-

formation. Research has shown that domain knowledge can

be used to regularize the machine learning models [10, 11].

We consider this question, How can we utilize the on-
tology to improve the performance of deep networks for
audio tagging with noisy labels? In this paper, we propose,

Multi-task Graph Convolution Network (MT-GCN), to in-

corporate ontology-based domain knowledge and use it as a

regularization in a multi-task learning setup to deal with label

noise. The system overview is illustrated in Figure 1. The

approach is to train two network modules together i.e. multi-
task learning module which trains on two tasks of learning

on clean data and learning on noisy data respectively and

Graph Convolution module which trains on the ontology-

based graph and is shared between the two tasks. The key

idea is to learn semantic-enriched representations for each

class that encode the label relations derived from the on-

tology. A shared-weight GCN is adopted among different

tasks as both the clean and noisy datasets should follow the

domain knowledge derived from the ontology. The introduc-

tion of the ontology-based GCN in our proposed method can

be considered as an effective regularization to jointly learn

representative acoustic features from both the curated and

noisy labeled data. The main contributions of this paper are

summarized as follows:

• We present a novel approach for building general au-

dio tagging systems with noisy labels by utilizing the

ontology-based domain knowledge.
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Fig. 1. Block diagram of MT-GCN. A stacked GCN is learnt over the ontology-based graph to map these label representations

into a set of label representations capturing the domain knowledge i.e. W ∈ RC×D, which are applied to audio spectrogram

representation extracted from noisy-labelled data and curated data.

• We propose two effective methods to build the label

correlation graph based on the ontology. To the best

of our knowledge, we are the first to design and apply

an ontology-based regularization to noisy labeled audio

tagging.

• We perform extensive experiments on the FSDKag-

gle2019 dataset. Experimental results show that our

proposed methods for building the label correlation

graph for the GCN outperforms all the previous meth-

ods by a significant margin.

2. METHODOLOGY

2.1. Problem Statement

Given a training set D = {(x1, y1), ..., (xn, yn)}, where xi

denotes the ith audio clip and yi ∈ {0, 1}C a one-hot vector

representing the clip-level label over C classes, our goal is

to learn a neural network parameterized by θ trained on D to

predict the occurrence of C labels in an input unseen audio

clip. We formulate this problem as multi-label audio classi-

fication problem. The training set D consists of two datasets

i.e. a small set of manually-labeled data, and a larger set of

noisy-labeled data. The dataset is labeled using a large vocab-

ulary of labels from an ontology.

2.2. MT-GCN for Audio-tagging

We now introduce our method for multi-label audio classifica-

tion with noisy labels, MT-GCN. The goal of this appproach

is to use information about label relationship as a regulariza-

tion for learning generalized representation of the audio from

the noisy labeled data. To accomplish this goal, we train two

network modules jointly: a multi-task learning module, which

trains on two tasks of same goals as audio tagging but one

with noisy-labeled dataset and other with manually-labelled

dataset, in a standard multi-task learning setting and a graph
convolution module, which trains on the ontology.

2.2.1. Multi-task Learning Module

We denote the multi-task network as a function fθ(x) with

parameters θ which takes input audio sample x. In this net-

work, we use hard parameter sharing approach, in which we

predict for both of the noisy-labeled data and curated data us-

ing the shared set of parameters θ. We use ResNet-101 [12]

as the shared network in the experiments. We use this multi-

task network to learn the audio spectrogram representations

for each kind of the data. Therefore at the last shared layer,

we further add data-specific layers to get the corresponding

representations of dimension D (2048) for curated and noisy

data, respectively. We denote noisy-labelled data representa-

tions by xnoisy and curated data representations by xcurated.

We denote the true noisy labels by ynoisy and true curated

labels by ycurated.

2.2.2. Graph Convolution Module

Following Chen et al. [13], we use GCN to learn label rep-

resentations for our task. Given a Graph G, A GCN learns

a function f(.) that takes as input : a feature matrix Hl ∈
Rn×d and the corresponding correlation matrix A ∈ Rn×n,

(where n is the number of nodes and d is the dimensionality of

node features), and outputs updated node features as Hl+1 ∈
Rn×d′

. A GCN layer can be written as Hl+1 = f(Xl,A).
A correlation matrix represents the graphical structure among



the labels. Now, we can represent f by applying convolu-

tional operation as

Hl+1 = h(ÂHlWl), (1)

where Wl is a parameter matrix to be learned and Â ∈ Rn×n

is a normalized correlation matrix A, and h(.) is a non-linear

transformation.

2.2.3. MT-GCN based learning

The input to the first layer of GCN is Z ∈ RC×d matrix

where C is the number of classes and d is the dimensional-

ity of the label representations. To represent the labels, we

use the one-hot encoding scheme. Other word embeddings

can be used but as being pointed out [13], it should not make

a huge difference in the results. The last layer of GCN out-

puts M ∈ RC×D matrix, where D is the dimensionality of

the image representations produced by the multitask network.

We obtain final audio predictions by applying the learned la-

bel representations to the image representations as follows:

ŷnoisy = Mxnoisy (2)

ŷcurated = Mxcurated (3)

We assume that the ground truth label of an audio is y ∈ RC ,

where yi = 0, 1 denotes if the label i appears in the audio

recording. We finally compute the multi-label classification

loss as follows:

L =

C∑

c=1

yc log(σ(ŷc)) + (1− yc) log(1− σ(ŷc)) (4)

where σ is the sigmoid function. We calculate this for noisy

labelled data as well as for curated data and sum them to-

gether to get the final loss function of the whole network as:

Loss = Lnoisy + Lcurated (5)

2.3. Correlation Matrix for MT-GCN

GCN learns useful node representations by propagation of

information between nodes based on the correlation matrix.

Thus, building a correlation matrix A is a crucial challenge

for GCN.

2.3.1. Labels Co-occurrence based Correlation Matrix

In this work [13], authors proposed a co-occurrence based

correlation matrix. They construct the matrix by counting

the occurrence of label pairs in the training set and normal-

izing the matrix by individual label count. They further bina-

rize this matrix for improving its generalization capacity. For

more details we refer interested readers to [13]. As this for-

mulation of correlation matrix for GCN is not studied in the

context of Audio Tagging, we experiment with this in our ex-

periments for comparing with our proposed matrix construc-

tion methods. We created two co-occurrence based matri-

ces: (1) With curated dataset only and (2) with curated+noisy

dataset. We use noisy dataset labels for increasing the size of

the label set to get denser correlation matrix.

2.3.2. Ontology Based Correlation Matrix

The problem with the co-occurrence based matrix is that they

are dataset-specific. They may capture label relationships

which are reflected in our dataset as evident from the improve-

ments in the testset performance (see Table 1). We propose to

use ontology which is a universal description of the label re-

lations. In our paper, we consider the AudioSet ontology but

our method can be extended to any other ontology. The Au-

dioSet ontology is introduced in [9] which covers over 600

audio classes from human sounds to animal sounds, environ-

mental sounds etc. FSDKaggle2019 dataset is labeled with

a subset of the labels from this ontology. Let N be the to-

tal number of nodes (labels) in the AudioSet ontology out of

which n number of labels are used to create such a dataset.

To utilize ontological information for audio tagging, we pro-

pose the following approaches for creation of ontology-based

correlation matrix:

Ontology-based Method One: In the first approach, we

propose to create the correlation matrix A by the following

procedure : Look for the labels at index of each row and each

column of A. Find the parent nodes of those labels from the

ontology. If the two parents are the same, then Ai,j = 1 else

Ai,j = 0, where i, j are row and column index of A.

The motivation behind this approach is that sounds of sim-

ilar classes tend to occur together and more dependent to each

other. For example, musical sounds like flute sound and har-

monium sound have greater probability of occurring together

than sounds from different categories like sound of flute and

the sound of car racing.

Ontology-based Method Two: In the second approach,

We wish to utilize the entire ontology Graph. Thus we ini-

tialize the feature matrix Z for all the N labels (all the nodes

in the ontology) and similarly the correlation matrix A is cre-

ated. If two labels at indices i and j are connected by an edge

in the Ontology, then Ai,j = 1 else Ai,j = 0. Since we only

have ground truth for n labels of the dataset, we slices out

only those n nodes representation from the N nodes repre-

sentations we obtain after applying GCN.

3. EXPERIMENTS AND RESULTS

In our experiments, we used the FSDKaggle2019 Dataset in-

troduced in [8] for the Task 2 of DCASE 2019 Challenge. The

dataset is composed of two subsets: Curated subset, which is

a small set of 4970 audio clips and Noisy subset, a larger set

of 19815 audio clips. We divided this dataset into train-set for



Table 1. Comparisons of Per Class Lwlrap for top 20 classes (samples/class) in the dataset
Methods M.fan Bark Ch.bell Sciss. Strum Accord. Ch.speech Crowd W.F. Fill Stream Chirp tweet Knock Waves surf Cutlery Micro oven Hiss Ele guitar Cupboard Clapping

MTN 0.52 0.71 0.57 0.88 0.72 0.89 0.55 0.76 0.55 0.87 0.90 0.70 0.82 0.69 0.74 0.56 0.81 0.54 0.60 0.42

MT-GCN 1 0.53 0.77 0.60 0.90 0.76 0.85 0.79 0.62 0.38 0.95 0.94 0.66 0.76 0.58 0.71 0.63 0.75 0.50 0.49 0.69
MT-GCN 2 0.58 0.77 0.58 0.92 0.75 0.92 0.73 0.74 0.57 0.94 1. 0.79 0.80 0.66 0.68 0.56 0.81 0.49 0.61 0.62

MT-GCN 3 0.63 0.78 0.60 0.88 0.77 0.92 0.75 0.71 0.48 0.93 1. 0.70 0.80 0.71 0.68 0.55 0.86 0.44 0.53 0.67

MT-GCN 4 0.66 0.83 0.61 0.94 0.79 0.93 0.78 0.70 0.66 0.89 1. 0.75 0.86 0.72 0.92 0.68 0.82 0.59 0.40 0.68

Table 2. Comparison of Overall Lwlrap
Methods Overall Lwlrap

MTN 0.6794

MT-GCN 1 0.6941

MT-GCN 2 0.7178

MT-GCN 3 0.7244

MT-GCN 4 0.7405

system development, val-set for hyper-parameter tuning and

test-set for evaluation. We use label-weighted label-ranking
average precision (lwlrap) as the evaluation metric for our

method comparison [8]. This metric is introduced in the Task

2 of DCASE Challenge 2019.

3.1. Experimental Settings

We experimented our proposed framework in five Experi-

mental settings:

1. Multitask Network (MTN). This works as a baseline

method.

2. Co-occurrence based MT-GCN Method 1 (MT-GCN 1).

The correlation matrix is derived from the curated dataset as

described in Section 3.3.1.

3. Co-occurrence based MT-GCN Method 2 (MT-GCN 2).

The correlation matrix is derived from the curated and the

noisy dataset combined as described in Section 3.3.1

4. Ontology based MT-GCN Method 1 (MT-GCN 3). See

method 1 in Section 3.3.2 .

5. Ontology based MT-GCN Method 2 (MT-GCN 4). See

method 2 in Section 3.3.2

3.2. Results and Discussion

In the following paragraphs, we present and discuss our re-

search findings. We apply model ensembles to reduce the

randomness by training each model three times and taking

the average of the Softmax probabilities as the final predic-

tions on the test set. We then calculate the per class Lwlrap

and overall Lwlrap for each model which is presented in Table

1 and Table 2, respectively.

As can be seen in Table 2, MT-GCN 1 and MT-GCN 2

which utilized labels co-occurrence based matrix derived

from curated dataset and curated + noisy dataset outper-

formed the baseline method. It is expected because these

methods use additional domain knowledge learned based on

the label co-occurrences in the training dataset. Since the

correlation matrix built on the curated dataset is sparser than

the one built on the noisy dataset, it cannot capture as many

co-occurrence patterns as captured by the correlation matrix

built on the curated+noisy dataset. This is what our intuition

is for the reason why method MT-GCN 2 performs better

than method MT-GCN 1.

MT-GCN 3 and MT-GCN 4 which utilized the explicit

domain knowledge representation of the audio dataset in the

form of the ontology graph, outperformed all the previous

approaches. Since MT-GCN 3 incorporates only a part of

the ontology for finding the labels with similar parents rather

than the entire ontology which is incorporated in MT-GCN 4,

it brings less improvement over previous methods than that

of the MT-GCN 4. The entire ontology captures the uni-

versal domain knowledge for the audio dataset while the co-

occurrence based matrix could only capture the local label re-

lationships. By local label relationships we mean that the la-

bel dependencies as mined from the available training dataset.

This is the reason why MT-GCN 4 emerges as the top per-

forming method for audio tagging with noisy labels.

A quite similar story is reflected in per class lwlrap scores

(see Table 1) of the methods for the top 20 classes (accord-

ing to samples/class). MT-GCN 4 outperformed the previous

methods in the majority of the classes.

4. RELATED WORK

State-of-the-art multi-label audio tagging systems are based

on deep learning approaches such as Convolutional Neural

Networks (CNN) [14]. However, all the top performing sub-

missions to DCASE 2018 [15] and DCASE 2019 [16] ignored

the label relationship (ontology) associated with the dataset in

their model design. A few efforts have been made on captur-

ing the label relations for regularizing the network architec-

tures for multi-label image recognition. For example, Chen et
al. [13] proposed to learn label relations by learning a GCN

from the occurrence patterns of the objects (labels) present

in the image. To the best of our knowledge, our approach is

the first attempt in the direction of using ontology to cop with

label noise for audio tagging.

5. CONCLUSION

We presented our approach for audio tagging with noisy la-

bels called MT-GCN which utilizes domain knowledge from

the AudioSet ontology. We proposed two methods for build-

ing the ontology-based correlation matrix for GCN. Through

experiments we have shown that our proposed method out-

performs the baseline approaches in this task.
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